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Business  processes,  most  of  which  are  automated  by  information  systems,  have  become  a  key  asset  in
organizations.  Unfortunately,  uncontrolled  maintenance  implies  that  information  systems  age  overtime
until they  need  to  be modernized.  During  software  modernization,  ageing  systems  cannot  be  entirely
discarded  because  they  gradually  embed  meaningful  business  knowledge,  which  is not  present  in  any
other  artifact.  This  paper  presents  a  technique  for  recovering  business  processes  from  legacy  systems  in
order  to  preserve  that  knowledge.  The  technique  statically  analyzes  source  code  and  generates  a  code
model,  which  is later  transformed  by  pattern  matching  into  a business  process  model.  This  technique  has
usiness process
PMN
tatic analysis
DM
DM
ase study

been validated  over  a  two-year  period  in  several  industrial  modernization  projects.  This  paper  reports
the results  of  a  family  of  case  studies  that  were  performed  to empirically  validate  the  technique  using
analysis  and  meta-analysis  techniques.  The  family  of  case  studies  demonstrates  that  the  technique  is
feasible  in  terms  of  effectiveness  and  efficiency.

© 2012 Elsevier Inc. All rights reserved.
eta-analysis

. Introduction

Business processes are increasingly becoming an essential asset
or organizations since they create value for customers and reflect
ll operations of an organization (Chang, 2006). Business processes
epict a set of related activities that are performed in an organiza-
ion and that together realize a business goal (Weske, 2007). These
escriptions provide a means to map  business objectives regarding
ow to best carry out operations. Organizations adopt business pro-
ess management through their enterprise information systems.
usiness processes therefore also assist at the beginning of the
evelopment of information systems to automate all those activi-
ies needed to achieve the business objectives (Heuvel, 2006).

However, enterprise information systems are not static enti-
ies, since all software ages as a result of uncontrolled maintenance
ver time (Visaggio, 2001). The immediate effect of software age-
ng is that information systems become Legacy Information Systems
LIS) and must therefore be replaced with a new, improved system.
his activity is known as software modernization.  Unfortunately,

hen organizations modernize their legacy information systems,

he organizations’ business processes do not reflect all changes that
ave occurred during the maintenance of their systems. Indeed,
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oseantonio.cruz@uclm.es (J.A. Cruz-Lemus), ignacio.grodriguez@uclm.es
I.G.-R. de Guzmán), mario.piattini@uclm.es (M.  Piattini).

164-1212/$ – see front matter ©  2012 Elsevier Inc. All rights reserved.
oi:10.1016/j.jss.2012.01.022
very often the business process documentation is neither updated
nor documented at all (Lehman, 1984) Thereby, the business pro-
cess models considered by the organization are not aligned with
the actual business process that is executed through legacy infor-
mation systems (Heuvel, 2006). Owing to the alignment problem,
a legacy information system cannot be entirely discarded during
its modernization since it might contain a considerable amount
of latent meaningful business knowledge (Koskinen, 2004). This
knowledge is embedded in the system as a consequence of modifi-
cations over time and it might not, therefore, be present anywhere
else. As a result, all embedded business processes must be explicitly
recovered in order to preserve this meaningful asset in the mod-
ernized information systems (Paradauskas and Laurikaitis, 2006).
The recovered business processes can then be used by organiza-
tions in two ways: (i) to provide business experts with a better
understanding of the real, current operation of the organization;
and (ii) if necessary, to develop the new improved system in order
to mitigate the effects caused by the software ageing. The evolved
system will thus support the current business processes and will
also improve the ROI (Return Of Investment) of the legacy system,
since it extends its lifespan.

This paper deals with the problem of business process mining
from legacy information systems in order to address the challenge
of business knowledge preservation. The paper provides a semi-

automatic technique for recovering business processes from legacy
information systems. A supporting tool is provided to automate
and facilitate the adoption of the technique. The proposal consists
of a reverse engineering technique that follows the model-driven

dx.doi.org/10.1016/j.jss.2012.01.022
http://www.sciencedirect.com/science/journal/01641212
http://www.elsevier.com/locate/jss
mailto:ricardo.pdelcastillo@uclm.es
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evelopment principles. The technique therefore depicts a set of
odels and the transformations between them to obtain a set

f preliminary business processes. The technique is aided by the
anual post-intervention of business experts who refine the busi-

ess processes obtained (e.g., by adding manual tasks that are not
upported by information systems). The technique is therefore con-
idered to be semi-automatic. Despite this, the technique is better
han that of business experts redesigning business processes from
cratch, since that solution is more time-consuming (Mutschler
nd Reichert, in press) and error-prone than semi-automatic tech-
iques (Weerakkody and Currie, 2003). Furthermore, the manual
usiness process redesign by business experts may  ignore some
usiness knowledge embedded in LISs.

The proposed technique is framed in MARBLE, a generic ADM-
ased framework to support business process mining, which
as presented in a previous work (Pérez-Castillo et al., 2009a).
DM (Architecture-Driven Modernization) as defined by the OMG

Object Management Group) (OMG, 2009a),  is a standard that
dvocates carrying out reengineering processes by considering
odel-driven development principles. The objective of MARBLE

s to provide the highest abstraction level during the reverse
ngineering stage of ADM, i.e., the business knowledge that LISs
epict. The MARBLE framework thus provides a solution to meet
he demands detected by Khusidman and Ulrich (2007).  It is also
ligned with the SOA (Service-Oriented Architecture) research
genda developed by the SEI (Software Engineering Institute)
Lewis et al., 2010), which reports that business process recovery
s needed to modernize LISs towards SOA systems.

All of the techniques framed in MARBLE are characterized by
wo key factors: (i) the set of knowledge sources, i.e., the software
rtifacts (e.g. source code, databases, user interfaces, etc.) used for
ecovering business processes; and (ii) the kind of reverse engi-
eering technique (e.g. static or dynamic analysis of source code,
rogram slicing, etc.) used to extract meaningful business knowl-
dge. The proposed technique (i) considers legacy object-oriented
ode as the source of knowledge; and (ii) uses static (i.e. syntac-
ical) analysis of source code as a reverse engineering technique.
t is therefore possible to state that the technique supports static
usiness process mining.

The proposed technique has been empirically validated using
he supporting tool over the last two years by means of five indus-
rial case studies involving five real-life LISs. In order to improve
heir rigor and validity, the case studies were conducted by fol-
owing the formal protocol for case studies proposed by Runeson
nd Höst (2009).  Each case study provided meaningful informa-
ion concerning the effectiveness and efficiency of the proposed
echnique. This paper groups all that information and provides the

eta-analysis of the results obtained for all case studies in order to
ttain strengthened conclusions, to evaluate relationships between
he results obtained in each study, and to assess their effectiveness
nd efficiency measures. The empirical validation demonstrates
hat the technique enables the recovery of business processes with
dequate accuracy levels, and that it is possible to do this in a
calable manner for large LISs.

The remainder of this paper is organized as follows. Section
 summarizes the related work. Section 3 presents the proposed
echnique in detail. Section 4 presents the planning and execution
f the family of case studies. Finally, Section 5 discusses the main
onclusions attained from the meta-analysis, along with our future
ork.
. Related work

Business knowledge preservation is not a new problem, and
everse engineering applied to the recovery of business processes
s and Software 85 (2012) 1370– 1385 1371

from LISs has been frequently addressed by both business experts
and software academics. Some works address business knowledge
recovery from LISs by statically analyzing various software artifacts.
For instance, Ghose et al. (2007) use text-based queries executed in
documentation to extract business knowledge. This proposal was
only validated through an example. System databases are other
artifacts that are used as input in business knowledge recovery
based on static analysis. Paradauskas and Laurikaitis (2006) recover
business knowledge by means of the inspection of the data stored
in databases together with legacy application code. The authors
of this work validated their proposal through the development
of a controlled example. Wang et al. (2004) present a framework
for business rule extraction from large LISs based on static pro-
gram slicing. Program slicing is a reverse engineering technique
consisting of decomposing the program into slices according to
certain criteria (e.g. fragments of source code that uses a spe-
cific program variable). However, the framework is not able to
represent the business knowledge recovered in an understand-
able and standard manner. This work was validated by means of
a large complex financial legacy system, but this validation did not
follow a formal protocol and no meta-analysis techniques were
used to analyze the results in combination. do Nascimento et al.
(2009) present a method for rewriting LISs based on business pro-
cess management, but it provides a framework that consists of
a manual business process recovery. None of these works follow
model-driven development principles. Those works that present
ad hoc solutions therefore have some formalization and automa-
tion problems. The validation of this proposal is based on model
conformance checking through the �-calculus tool (Milner et al.,
1992).

Zou et al. (2004) developed a model-driven framework based
on a set of heuristic rules that syntactically analyze the source
code and extract business processes. Although this work follows
some model-driven development principles, it does not consider
the ADM standard. This proposal was validated by means of a
case study concerning an e-commerce system, but no formal pro-
tocol to conduct the case study was  used. Another work which
statically analyzes a database as the input artifact is provided by
Pérez-Castillo et al. (2009b). This work proposes a model-driven
reengineering framework to extract business logic from relational
database schemas. This proposal was validated by means of a case
study in which the framework was applied to a real legacy relational
database of a research institute.

The only reverse engineering technique used in all of the
aforementioned works is that of static analysis, which has the
inconvenience that a lot of business knowledge is lost since it
ignores all runtime knowledge. Dynamic analysis solves this prob-
lem since it facilitates consideration of the information derived by
system execution (Cornelissen et al., 2009). For instance, Eisenbarth
et al. (2003) present a business feature location technique based
on dynamic analysis. This proposal neither follows model-driven
principles nor extracts business knowledge according to any busi-
ness process notation, and demonstrates its applicability by means
of an example. Cai et al. (2009) propose an approach that com-
bines the requirement reacquisition with a dynamic and static
analysis technique to extract complex business processes that are
triggered by external actors. This work was also validated by means
of a non-formal case study. In addition, Di Francescomarino et al.
(2009) recover business processes by dynamically analyzing the
Web  application GUI-forms, which are executed during a user’s
navigation. This work additionally provides a clustering algorithm
for minimizing business processes obtained. However, this pro-

posal is not aligned with model-driven development principles
either. The validation in this case was made through a case study
with an e-commerce system which was  conducted in a non-formal
way.
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Other works addressing the dynamic approach provide process
ining techniques that register event logs focusing on Process-
ware Information Systems (PAIS), i.e., process management
ystems such as Enterprise Resource Planning (ERP) or Customer
elationship Management (CRM). The nature of these systems
and particularly their process-awareness) facilitates the registra-
ion of events throughout process execution. Event logs depict the
equence of business process activities executed, and can be used
o dynamically discover the current business processes. A consid-
rable amount of work follows this approach. For example, van
er Aalst et al. (2007) provides different business process min-

ng algorithms to discover business process form event logs which
ere validated throughout a large industrial case study by apply-

ng different algorithms. Gunther et al. (2007) provides a generic
mport framework with which for obtaining event logs from differ-
nt kinds of process-aware information systems. Ingvaldsen et al.
2008) focus on ERP systems to obtain event logs from the SAP’s
ransaction data logs. However, neither work follows model-driven
evelopment principles. These two proposals were validated by
pplying them to real systems but both studies did not follow a
ormal protocol.

Dynamic analysis is more powerful and accurate than static
nalysis. The main drawback of static analysis is that it only focuses
n static information retrieved by syntactically analyzing the exist-
ng source code or any other artifact. Moreover, there is much
aluable knowledge that is known only at run time, for which
ynamic analysis are more suitable. However, the applicability of
ynamic analysis has some limitations since it usually requires
ource code modifications in order to aggregate traces to collect
ystem execution information in an appropriate way (Canfora et al.,
011). In practice, source code modifications are not always possi-
le since legacy information systems can be in the production stage.
nother point of controversy related to the usage of dynamic analy-
is techniques in realistic environments is that it might be thought
hat a company or organization would not accept the use of an
utomatically modified version of its information system. For this
eason, dynamic analysis techniques should ensure that the source
ode instrumentation is carried out without affecting the behav-
or of the original information system, i.e. in a non-invasive way.
he main advantage of static analysis is its efficiency with regard
o dynamic one.

Our proposal is framed in MARBLE, and is thus based on the
DM standard. It provides a semi-automatic reverse engineering

echnique based on static analysis of source code. The proposal is
alidated by a set of case studies as well as a meta-analysis study
pplied with the obtained results. Table 1 shows the comparison
etween the proposed technique and the other related work.

. Static business process mining

The proposed business process recovery technique is framed
n MARBLE. On the one hand, MARBLE depicts a general-purpose
nd extensible ADM-based framework for recovering business pro-
esses (cf. Section 3.1). MARBLE establishes the guidelines for
arious techniques whose objective is the same: retrieve busi-
ess process models from legacy software artifacts. All particular
ARBLE-based techniques can be considered as an instance of
ARBLE and the commonalities of such techniques are: (i) the

nformation is collected into and is used from standard KDM
Knowledge Discovery Metamodel) repositories and (ii) the infor-

ation of KDM repositories is used to retrieve business process

odels.
On the other hand, the certain MARBLE-based technique

resented in this paper establishes the three specific transfor-
ations needed to recover the business process (cf. Section 3.2). Ta
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ARBLE-based techniques consist of three parts: (i) legacy soft-
are artifacts used to retrieve business process insights (e.g., source

ode, databases, etc.); (ii) technique to retrieve information from
egacy software artifacts (e.g., static analysis vs. dynamic analysis);
nd (iii) the transformation or technique from KDM repository to
usiness process models. The paper proposes a technique based
n static analysis of object-oriented source code and manual post-
ntervention by business experts as the further valuable sources of
nowledge.

.1. MARBLE

Reengineering has normally been used to obtain new improved
ersions of aged LISs and, according to Chikofsky and Cross (1990),
onsists of three stages: reverse engineering, restructuring, and for-
ard engineering. However, reengineering projects rarely reach

he business abstraction level – they typically concentrate on the
evel of system design (Khusidman and Ulrich, 2007). According
o Sneed (2005),  reengineering usually lacks for formalism and
tandardization. Indeed, the majority of reengineering projects are
sually carried out in an ad hoc manner. ADM helps to solve the
ormalism and standardization problems of reengineering. ADM-
ased processes deal with all artifacts involved in reengineering
s models that conform to specific metamodels, and these pro-
esses also establish model transformations between models to
eal with different abstraction levels throughout the three reengi-
eering stages (Newcomb, 2005).

MARBLE (Modernization Approach for Recovering Business pro-
esses from Legacy Systems) (Pérez-Castillo et al., 2009a)  is an
DM-based generic framework that facilitates business process
ecovery. All particular techniques framed in MARBLE specify the
ath of model transformations (cf. Section 3.2)  needed to obtain
ach model in a specific level from a previous one. MARBLE defines
our abstraction levels related to four different kinds of models: L0
o L3.

L0. Legacy information system.  This level represents the entire LIS
that exists in the real world as a set of interrelated software arti-
facts: source code, user interfaces, databases, documentation, etc.
L1. Legacy information system models.  This level contains a set of
models that can represent one or more software artifacts of the LIS
at L0. These models are considered to be platform-specific mod-
els (PSM) since they represent different views or concerns of the
systems from a technological point of view at a lower abstraction
level.
L2. KDM model.  This level contains a single model that integrates
all models of the previous L1 level. This level represents the entire
LIS from a platform-independent model (PIM) at an intermediate
abstraction level. MARBLE uses the KDM (Knowledge Discovery
Metamodel) standard to represent this model. KDM is an ADM
specification proposed by the OMG  and has been recognized as
the ISO 19506 standard (ISO/IEC, 2009). KDM provides a common
repository structure that makes it possible to exchange informa-
tion about all legacy software artifacts, and can be compared with
the Unified Modeling Language (UML) standard; while UML  is
used to generate new code in a top-down manner, an ADM pro-
cess involving KDM starts from the existing code and builds a
higher level model in a bottom-up manner (Pérez-Castillo et al.,
in press).
L3. Business process models.  This level corresponds to models that
represent the business processes recovered from the LIS. The
models in this level are considered to be computer-independent

models (CIM) since they depict a business view of the system at
the highest abstraction level. In order to represent this kind of
models, MARBLE uses the BPMN (Business Process Modeling and
Notation) standard metamodel (OMG, 2009b),  since it offers a
s and Software 85 (2012) 1370– 1385 1373

well-known graphical notation that is easily understood by both
system analysts and business experts.

3.2. Proposed technique to recover business processes

The proposed business process recovery technique is framed in
MARBLE, which is also automated by a supporting tool (Alarcos
Research Group MARBLE Tool, 2011). The technique defines three
model transformations and progressively presents a working
example for explaining these transformations.

3.2.1. L0-to-L1 transformation
The first transformation takes into account legacy object-

oriented code as the sole software artifact, since it is the artifact
that embeds most business knowledge. This transformation thus
obtains a code model that represents the source code, considering
technological details. Indeed, this transformation must be tuned
for each programming language, e.g. it is developed for Java-based
systems. This transformation therefore consists of the static analy-
sis of Java code files, which is carried out by means of a syntactical
parser. As a result of the analysis, it builds code models according
to the Java metamodel, which represents abstract syntax trees of
code files.

An example concerning an information system supporting the
product shipping of a reseller organization is now introduced to
illustrate how the transformation works. This example focuses on
a certain piece of source code: the ‘ResellerControler’ class of the
‘domain’ package (see Fig. 1, left). This class contains four methods
that support four key functionalities of the system: (i) ‘receiveOrder’
manages customers’ order requests; (ii) ‘checkInventory’ checks
whether the products needed to fulfill a specific order are in stock;
(iii) ‘sendProducts’ manages the dispatch of the products ordered;
and finally (iv) ‘sendInvoice’ generates and sends the invoice to the
customer.

According to the example, the L0-to-L1 transformation takes
the Java source file (see Fig. 1, left) and obtains the abstract syn-
tax tree that represents the java code model at L1 (see Fig. 1,
right). The parser obtains a CompilationUnit element for each of
the java source files analyzed, and then adds the PackageDecla-
ration and ImportDeclaration elements. The parser then generates
a ClassOrInterfaceDeclaration element for the class, which con-
tains a ClassOrInterfaceBodyDeclaration element for each method.
Each method is represented through a MethodDeclaration with
ResultType, MethodDeclarator and Block of Statement elements. The
Statement element is, in turn, specialized into several kinds of ele-
ments: ReturnStatement, IfStatement, Expression,  and so on. The
right-hand side of Fig. 1 shows the elements used to represent the
business logic implemented in the ‘receiveOrder’ method.

3.2.2. L1-to-L2 transformation
The L1-to-L2 transformation is in charge of the transformation

of the PSM models at L1 into a single PIM model at L2 according
to the KDM metamodel. The KDM metamodel consists of several
metamodel packages which are interrelated and organized into
four abstraction layers. Each package defines a set of metaclasses
with which to model a different view or concern of LISs. The KDM
model at L2 considers the code and action KDM packages of which
the program element layer of the KDM metamodel is composed.
The code and action KDM packages provide a language-independent
intermediate representation for various constructs determined by
common programming languages. This transformation uses only
these packages because legacy source code is the only artifact con-

sidered at L0. However, owing to the KDM representation, this
information might, in the future, be integrated in a standardized
manner with new valuable knowledge related to other software
artifacts.
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Fig. 1. An example of the L0-to-L1 tra

In order to establish the model transformation between the code
odel at L1 and the KDM code model at L2, the technique uses

he QVT (Query/Views/Transformation) language to implement the
ransformation. Owing to the fact that the structures of the Java

etamodel (L1) and KDM code-action metamodel (L2) are very
imilar, the implementation of this transformation is almost imme-
iate when using QVT (a declarative language), since it usually only
eeds to rename the metaclasses of both metamodels.

To continue with the example, Fig. 2 shows the KDM model
btained after the execution of the proposed QVT transformation
or the product shipping system. The KDM model contains a Package
nstance named ‘domain’ with a nested CompilationUnit instance
amed ‘Reseller’. The CompilationUnit is obtained from the Class

nstance of the Java code model at L1. The ‘Reseller’CompilationUnit
nstance contains an instance of the CallableUnit metaclass for
ach Java method at L1. Each CallableUnit instance is also defined
y means of different CodeElement and ActionElement instances.
or example, the ‘receiveOrder’ method is modeled as a Callable-
nit containing (see Fig. 2): (i) an EntryFlow instance that defines

he first KDM action in the unit (the first Java statement, since a
odel’s sequentiality of actions is not clearly defined); (ii) a Sig-

ature instance that defines the parameters of the unit; and finally
iii) an ActionElement instance that represents the if statement in the
ava method. The remaining CallableUnit instances have a similar
tructure.

.2.3. L2-to-L3 transformation
The L2-to-L3 transformation is the last transformation and
btains business process models at L3 from the previous KDM
odel at L2. This transformation uses the metamodel of the

PMN standard (OMG, 2009b)  to represent the business process
odels. Fig. 3 shows the BPMN metamodel, which enables the
ation for a product shipping system.

representation of business process diagrams as instances of the
BusinessProcessDiagram metaclass. Each diagram can involve four
kinds of elements: (i) flow object elements such as the Activity,  Task,
Event and Gateway metaclasses; (ii) connecting object elements
such as SequenceFlow,  MessageFlow and Association;  (iii) artifact ele-
ments such as the DataObject,  group and Annotation metaclasses;
and (iv) swim lane elements which are used to group elements
such as Pool and Lane.

This transformation consists of two  steps: (i) a model transfor-
mation that obtains a set of preliminary business process models;
and (ii) manual intervention by business experts that modifies the
business processes obtained in order to improve them. Firstly, the
model transformation establishes a set of business patterns (Pérez-
Castillo et al., 2010a),  which define which pieces of the source code
(represented in a KDM code model) will be transformed into spe-
cific structures of a business process. Table 2 summarizes the set of
proposed business patterns and briefly explains each pattern in nat-
ural language. The transformation is implemented through a set of
QVT relations (Pérez-Castillo et al., 2010b), which support the pat-
tern matching process. Each QVT relation searches for instances of
the source structures defined by each pattern, and the QVT rela-
tions then enforce the creation (in the business process model)
of instances of the target structures of the pattern for each input
instance found in the KDM model.

Owing to space limitations, Fig. 4 shows only one QVT rela-
tion as an example (the CallableUnit2Task relation), although the
complete transformation is available online (Pérez-Castillo, 2011).
The CallableUnit2Task implements the P2.Sequence pattern, and

transforms all CallableUnit instances (e.g. java methods) into Task
instances, and invocations between them into sequence flows. This
relation follows the well-known “a callable unit-atask” approach
proposed by Zou et al. (2004).  There are other choices that
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Fig. 2. The KDM model obtained after the propose
ransform methods and their respective calls into subprocess-task
elationships (i.e. composite tasks). However, the “a callable unit-a-
ask” approach is better to solve problems regarding the method
ranularity, since it can treat all methods in the same manner

Fig. 3. Overview of the B
 transformation for the product shipping system.
and then, it can discard fine-grained methods using heuristics like
removing the ‘getters/setters’ methods.

Finally, from the where clause, the CallableUnit2Task relation
calls other relations that depend on the tasks created. For instance,

PMN metamodel.
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Table  2
Summary of the set of business patterns.

Pattern Description

P1. BPD Skeleton This pattern creates the root structure of the BP model. It creates a BP diagram for each KDM code model. Also, it builds a pool element
with a nested process in the BP diagram for each package of the KDM code model

P2.  Sequence This pattern takes any callable piece of code from the KDM code model and maps them into tasks in the BP diagram. The sequence of
calls  to callable units is transformed into a set of sequence flows in the same order between the tasks built from the callable unit
respectively

P3.  Branching This pattern transforms each conditional jump of the source code that has two mutually exclusive choices into an exclusive gateway
and  two  different sequence flows in the BP model. Typically those exclusive conditional branches are related to the if . . . then . . . else
or  switch clauses in several programming languages. The exclusive gateway represents the condition that is evaluated and the two
sequence flows represent two conditional transitions that depend on the value (true or false) of the evaluation

P4.  Collaboration Each call to external callable unit (i.e. API libraries or external components outside the legacy system) is transformed into an auxiliary
task  as well as two sequence flows: the first from the source task to the auxiliary task and the second returning to the source task

P5.  Data input This pattern builds a data object in the BP model for each input data within a callable unit in the KDM code model. Also, this pattern
builds an association between the data objects and the task previously built from the callable unit. This pattern only considers as
input data the parameters or arguments of the callable unit, but it does not consider the auxiliary variables within the callable unit

P6.  Data output Each piece of output data involved in a callable unit is transformed by means of this pattern into a data object as well as an association
from the task (built from the callable unit) to the data object. This pattern excludes as output data the auxiliary and intermediate data
in  the body of the callable unit. The output data is the data returned by the callable unit or external data related to databases or files

P7.  Start The task building from the callable unit that starts the execution of any program or application of the legacy system is considered the
initial  task. A start event is built into the BP diagram and a sequence flow from this event to the initial task is also created

P8.  Implicit termination This pattern builds an end event in the BP model. Then, it creates sequence flows from ‘end task’ and those flows merge in the end
event.  A task is considered an ‘end task’ if this task does not have any outgoing sequence flow

P9.  Conditional sequence This pattern transforms each conditional call into a sequence flow fired under a conditional intermediate event through to the task
related to the callable unit. This pattern makes it possible to create arbitrary cycles in the BP diagram

P10. Exception Each call to callable unit under any exception is transformed into a task for the piece of source code that handles the exception as well
diate 

t
P
t

b
b
t

as  a sequence flow fired under an error interme
pattern P9

he WritesStorableUnit2DataObject relation that implements the
6.Data Output pattern is called for each piece of data written by
he callable unit.
Secondly, the L2-to-L3 transformation can be additionally aided
y the manual post-intervention of business experts to refine the
usiness processes obtained. This procedure is necessary in at least
wo cases: (i) when the technique has recovered some tasks related

relation CallableUnit2Task {

xName : String;
checkonlydomainkdm m : code::CallableUnit {

name = xName
};
enforcedomainbpmnpr : bpmn::Process {

GraphicalElements = t :bpmn::Task {
Name = xName,
Status = bpmn::StatusType::None,

}
};
where {

...
m.codeElement->forAll (a: AbstractCodeElement | a.oclAsType
(ActionElement).actionRelation->forAll (w:AbstractActionRelationship | 
(w.oclIsKindOf(Writes)) andw. oclAsType(Writes).to.oclIsKindOf
(StorableUnit) implies WritesStorableUnit2DataObject (w, t, pr)));
...

}
}

Fig. 4. A piece of QVT implementation of the L2-to-L3 transformation.
event. Indeed, this pattern can be understood as a specialization of the previous

to the technical nature of legacy source code and these must be
removed; and (ii) when there are manual business tasks that are
not supported by information systems, and which must be added.
It consequently proposes a semi-automatic technique. This could
be considered as a critical point of our proposal, since it requires
additional manual intervention by experts. However, business pro-
cess redesign from scratch is a more time-consuming and difficult
option than our proposal, which provides an initial meaningful
understanding of current business processes. From an effort/cost
viewpoint, any supporting tool during redesign increases the abil-
ity to redesign business processes, which is a factor to reduce the
redesign effort (Mutschler and Reichert, in press).

To continue with the example, at the beginning the L2-to-L3
transformation obtains a first sketch of a business process diagram
from the KDM model by means of the QVT transformation. Fig. 5(A)
shows the graphical representation of the business process model
obtained during the QVT transformation. This model contains 10
tasks in total, although only 4 tasks are related to the four Callable-
Unit instances in the KDM model (see Fig. 2), which are obtained by
applying the ‘P2.Sequence’ pattern. The gateways are also created by
applying the ‘P3. Branching’ pattern. Moreover, 6 other tasks are also
obtained by applying the ‘P4.Collaboration’ pattern (see Table 2).

This pattern is applied to the three ActionElement instances of the
CallableUnit instance named ‘sendProducts’ in the KDM model (see
Fig. 2). These action elements represent calls to methods, which
are not defined in the same Java source file (e.g. ‘update’, ‘setUnits’
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Fig. 5. An example of business process m

nd ‘insert’), and these calls are thus represented as external calls,
hich are transformed into six tasks with a round-trip sequence
ow from the previous tasks.

Fig. 5(B) shows the business process model refined by business
xperts. There are three principal improvements:

The three tasks obtained from external calls are removed, since
the business experts consider that these tasks do not represent
any of the organization’s business activities, i.e. they are related
to the technical dimension of the system.
Remove [‘getCustomer];
Remove [‘getUnits’];
Remove [‘insert’];
A gateway is added to merge the two branches opened after the
first gateway.
Add[GATEWAY[‘sendProducts’, ‘gateway(CheckInventory)’, END]];

The remaining tasks and data objects are renamed by the business
experts in order to fit the names to the organization’s business
activities.
Rename [‘receiveOrder’, ‘Receive Order’];
Rename [‘checkInventory’, ‘Check Inventory’];
Rename [‘sendProducts’, ‘Send Products’];
Rename [‘sendInvoice’, ‘Send Invoice’];
Rename [‘getProducts’, ‘List Products’];
Rename [‘update’, ‘Update Inventory’];
Rename [‘setUnits’, ‘Sell Product’];
Rename [‘msg’, ‘Invoice’];
Finally, Fig. 5(B) shows the business process model that repre-
ents a part of the organization’s behavior through the business
rocess recovery from the piece of source code presented at the
eginning of this example (see Fig. 1, left).
 obtained for a product shipping system.

4. Family of case studies

This section presents the family of case studies carried out over
the last 2 years. The family was  performed in five different infor-
mation systems to validate the effectiveness and efficiency of the
proposal. The case studies were carried out by following the formal
protocol for case studies proposed by Runeson and Höst (2009) to
improve their rigor and validity. The following sections present the
stages of the protocol in detail: design, case selection, execution,
data collection, analysis and interpretation, and an evaluation of its
validity.

4.1. Design

The object of study is the business process mining technique, and
the purpose of this study is to quantitatively evaluate the specific
properties of the technique as regards their effectiveness and effi-
ciency. A qualitative research about the usage of retrieved business
process models to modernize legacy information systems could be
very interesting. However, the evaluation of this usage is outside of
the scope of the empirical evaluation since (i) such usage of business
processes may  be quite different in each case and (ii) the assessment
of this usage would be probably carried out through surveys involv-
ing people that possibly do not have the same expertise level about
business process management, which may  imply biased results.

According to the object and purpose of the study, the main
research question (MQ) is the following: Can the technique prop-

erly obtain business processes from legacy systems? In this question,
the adverb ‘properly’ is related to the feasibility and suitability of
the technique, which means, in turn, business processes must be
obtained in an effective and efficient manner. In order to discover
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Table  3
Case study research questions.

Id Research question Evaluated properties

MQ Can the technique properly obtain
business processes from legacy
information systems?

Feasibility/suitability

AQ1 Can the technique obtain business Effectiveness
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processes with adequate accuracy levels?
AQ2 Is the proposed technique efficient? Efficiency

hether MQ  is true, Table 3 shows the additional research ques-
ions (AQ) that are identified from MQ. AQ1 is established in order to
valuate whether the business processes recovered faithfully rep-
esent the organization’s business behavior. That is, AQ1 aims to
valuate the effectiveness of the procedure. Moreover, the addi-
ional research question AQ2 (see Table 3) evaluates whether the
roposed business process recovery procedure obtains business
rocesses efficiently.

To answer the research questions, the study evaluates some
roperties by analyzing all retrieved business processes (see
able 3). For checking these properties, some measures are col-
ected to provide quantitative answers to the proposed research
uestions.

Furthermore, the study follows an embedded design, since each
tudy focuses on several analysis units within each single case. The
nalysis units are the different source code packages of each LIS,
hich is the independent variable of each study (i.e., the defined
easures are evaluated for each analysis unit). Each source code

ackage is represented in a code model at L1, in a KDM model at
2, and is eventually transformed into a business process model at
3.

The usage of code packages as the minimal unit to be trans-
ormed into a business process model could provide some processes
ith lower accuracy levels than other solutions considering cor-

elation data set at the beginning of the process. However, the

dvantage of this heuristic solution is that it does not require
he initial correlation information, and it automatically provides a
reliminary business processes by statically analyzing the legacy
ource code. Those business processes can be used as the basis
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to understand the entire business processes of the organization,
which can be joined or split through manual post-intervention by
business experts.

4.1.1. Evaluation of effectiveness
In order to evaluate the effectiveness of the technique according

to AQ1, the study uses the precision and recall measures. These mea-
sures were designed for information retrieval scenarios, although
they are usually applied to model recovery scenarios. Precision and
recall measure the similarity between a mined business process M
and a reference business process R. Precision indicates what pro-
portion of M matches R (i.e., how exact M is), while recall indicates
what proportion of R is present in M (i.e., how complete M is).

The study considers the task element as the score unit in order
to apply these measures in a business process recovery scenario. It
uses the opinions of business experts to discover which recovered
tasks are or are not relevant. The precision measure (1) is therefore
defined as the number of recovered relevant tasks divided by the
total number of recovered tasks, while the recall measure (2) is
defined as the number of recovered relevant tasks divided by the
total number of relevant tasks. Although precision and recall are
adequate, there is an inverse relationship between them. As a result,
it is difficult to extract conclusions by using an isolated evaluation
of these metrics. These measures are therefore usually combined
into a single measure known as an F-measure (3),  which consists
of a weighted harmonic mean of both measures.

Precision = {recove rerelevant tasks}
{recovered relevat tasks} + {recovered non-relevat tasks} (1)

Recall = {recove rerelevant tasks}
{recovered relevat tasks}  + {non-recovered relevat tasks}

(2)

F-measure = 2 · Precision · Recall
Precision + Recall

(3)
Fig. 6 and Table 4 shows some example business process models
to enable the reader to understand how measures work. Fig. 6(A)
shows a desirable source business process model with five tasks.
Fig. 6(B) shows an example business process model retrieved with
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trieved regarding a source model.
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Table  4
Examples of measure values for some business process models.

Model # Relevant
tasks

# Recovered
tasks

# Recovered
relevant tasks

# Recovered
non-relevant tasks

# Non-recovered
relevant tasks

Precision Recall F-measure
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A 5 5 5 0 

B 5  8 4 4 

C  5 4 3 1 

our source tasks. One more task must thus be added by manual
ntervention. In addition, four other retrieved tasks are erroneous.
his model presents low precision and high recall values since sev-
ral non-relevant tasks were erroneously recovered (see Table 4).
inally, Fig. 6(C) provides another example business process model
hich was retrieved with three source tasks and one erroneous

ask. This model presents higher precision and lower recall than
he previous model since the number of recovered non-relevant
asks is lower and the number of non-recovered relevant tasks is
igher. The business process model retrieved in Fig. 6(C) is better
han the model in Fig. 6(B) since the F-measure of (C) is higher (see
able 4) owing to the fact that the precision and recall values are
ore balanced (i.e., these values are closer).
Other important aspect to evaluate precision and recall is how

 task is considered as a relevant task. Business experts check four
onditions that should be met  by the task under evaluation. The first
ondition specifies that the task must represent a real-life business
peration within the organization. This condition is not evaluated
y considering task names, since these names are inherited from

egacy code and they may  be biased regarding the real business
ctivity names provided by business experts. The second condition
nsures that all relevant tasks preceding the evaluated task must
e recovered before the task under evaluation. In order to fulfill
his condition, the predecessor tasks can be directly or indirectly
onnected to the task under evaluation, i.e., there could be non-
elevant tasks intercalated between the evaluated task and their
redecessor relevant tasks. In a similar manner, the third condition
nsures that all subsequent tasks must be directly (or indirectly)
ecovered relevant tasks. Finally, the fourth condition specifies that
ll data objects related to the task under evaluation have been also
ecovered. The condition-based checking facilitates a final business
rocess model after several iterations of evaluation.

.1.2. Evaluation of efficiency
In order to evaluate the efficiency of the technique according

o AQ2, the study employs the time spent on executing the whole
ransformation between MARBLE levels.

On the one hand, the transformation time is automatically mea-
ured in milliseconds by the tool developed. This measure is
herefore analyzed with respect to the total number of elements
uilt into each specific business process model (i.e., for each analy-
is unit). Both the number of elements and the transformation time
re also considered as dependent variables in the study. A regres-
ion model is therefore established between the transformation

ime and the size of retrieved models to find out if the technique is
r is not scalable to large legacy information systems.

On the other hand, the time derived by the manual intervention
arried out by business experts is measured in order to know how

able 5
egacy information systems under study.

Id Name Description 

S1 AELG-Members (AELG, 2009) Supports the administration of an or
S2 Tap CRM (Source Tap, 2009) Is a sales force automation tool for s
S3  VillasanteLab (Villasante, 2010) Manages a laboratory of the water a
S4 XuntaEadmin (Enxenio Inc, 2009) Supports the electronic administrati
S5  SIXA (SIXA, 2009) Is a learning management system 
0 1 1 1
1 0.5 0.8 0.61
2 0.75 0.6 0.67

such intervention affects to the total transformation time. This is
measured in seconds for each business process model retrieved and
is also considered as a dependent variable of the study.

4.2. Case selection

The five LISs were selected by means of the evaluation of four
case selection criteria (C1 to C4). C1 guarantees that the LIS selected
is an information system that supports an organization’s business
operation. This criterion discards, for example, embedded systems
or real-time systems. C2 ensures that the selected system really is
an LIS. This criterion considers the amount of modifications (from
the time when the system was first released) which have altered
the business processes supported by the system. C3 ensures that the
system is not a toy program, since it defines an arbitrary threshold of
20,000 lines of source code. Finally, C4 guarantees that the system is
based on the Java platform, since the tool supporting the technique
was  developed for Java-based systems.

After evaluating several available systems according to the
aforementioned criteria, five systems were selected to be studied.
Table 5 shows the name of each system, a brief description, the
kind of architecture, and the size of the source code in thousands
of lines.

4.3. Execution

The execution of the study is aided by the tool, which was devel-
oped to support the proposal. The case study procedure defines the
followings steps:

1. After some meetings between the staff of the candidate organi-
zations and researchers, the set of legacy information systems
is selected according to the case selection criteria. At this point,
business experts who will carry out the later manual verification
in order to evaluate precision and recall measures. If possible, the
case studies involve two experts with two  different expertise
levels. First, the chief operating officer (COO) who is responsible
for ensuring that business operations are efficient and effective
and therefore knows the actual business processes carried out
by his company. Secondly, the chief information officer (CIO)
who is responsible for the information technology and computer
systems supporting business operation.

2. Each LIS under study is implanted in an experimental environ-

ment: the source code is deployed, the database schema is built
through the database scripts, the initial data is loaded, etc.

3. The tool that supports the proposal is used to obtain the differ-
ent business process models from the legacy source code. The

Architecture Size (KLOC)

ganization of authors Desktop application 23.5
ales management Web  application 49.6
nd waste industry Web  application 28.8
on of a Spanish regional ministry E-government system 320.2

Web  application 140.6
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execution hardware environment consists of a computer with a
RAM memory of 4 GB and two processors of 2.67 GHz each.

. The first sketch of the business processes obtained through the
model transformation is improved by business experts.
4.1 They fit the preliminary business processes with the reality

of the organization, i.e., they can add tasks that should have
been recovered but were not recovered, or remove tasks that
were erroneously recovered.

4.2 After business expert intervention, the accuracy of the
business process models is evaluated by comparing each
preliminary business process and its related business pro-
cess that has been enhanced by business experts. We  obtain
the value of the proposed measures such as precision and
recall by scoring the differences between the preliminary
and enhanced business processes.

4.3 Steps 2, 3 and 4 are repeated for each LIS under study.
. The key information related to the generation of business pro-

cesses (cf. step 3), along with the business expert intervention
(cf. step 4), is collected for each model according to the data
collection plan (cf. Section 4.4).

. The data collected in the previous step is analyzed and inter-
preted to draw conclusions in order to answer the research
questions. Section 4.5 shows the outgoing results obtained in
this case study, while Section 4.6 provides a meta-analysis of the
analysis carried out in order to obtain strengthened conclusions.

.4. Data collection

Table 6 summarizes the most relevant data collected during exe-
ution of the case studies. This table shows: (i) the business process
dentifier; (ii) the study identifier; (iii) the business process name;
iv) the number of tasks recovered (before manual intervention);
v) the number of recovered relevant tasks, i.e., tasks marked as cor-
ect by experts; (vi) the number of recovered non-relevant tasks,
.e., tasks removed since they did not represent a business activity;
vii) the number of non-recovered relevant tasks, i.e., tasks added
y experts; (viii) precision and (ix) recall values for each final busi-
ess process; (x) the harmonic mean between them; (xi) the total
umber of tasks for each final business process; (xii) the transfor-
ation time in milliseconds; and finally (xiii) the time spent on
anual post-intervention in seconds. Table 6 also shows the mean

alues for each study.

.5. Analysis and interpretation

The collected data were analyzed to obtain the evidence chains
rom data to answer the research questions. In order to answer the
uestion AQ1, Fig. 7 shows the box chart for precision and recall
easures. The means of the distributions of the precision measure

0.51, 0.53, 0.66, 0.64, and 0.54) are always lower than the recall
eans (0.77, 0.83, 0.91, 0.65, and 0.66). Higher recall values signify

hat the proposed technique recovers very complete processes (i.e.,
t recovers most of the tasks from the current business processes).
owever, the lower precision values signify that the technique is

mprecise (i.e., the number of recovered non-relevant tasks is very
igh) (see Fig. 7). The significant amount of non-relevant tasks

s owing to the fact that some tasks are basically obtained from
he source code and they are related to the technical nature, and
o not therefore represent any piece of the embedded business
nowledge.

The transformation time was also analyzed in order to answer
Q2. The means of the transformation time for the five systems

ere 24, 2143, 8589, 8931 and 2315 ms.  These values were dif-

erent because the average of the process size for each study was
uite different: 52, 33, 107, 72 and 33 tasks (see Table 6). These
ime values seem feasible for the selected cases, since the size of
Fig. 7. Box chart of the precision and recall measures for each study.

the systems is above 20 KLOC. Nevertheless, the scalability of the
procedure must be evaluated. Under the hypothesis that the time
complexity of the procedure is theoretically linear (i.e., O(n) consid-
ering ‘n’ as the number of tasks in a business process model) a linear
regression model is established to check it and discover whether
the proposal is therefore scalable.

The linear regression model considers the transformation time
as a dependent variable and the size of the business processes as the
independent variable. Fig. 8 shows the scatter charts of size/time
for the five studies, along with their regression lines. Fig. 8 shows
the regression line by grouping all values. The total regression line
presents a positive linear relationship with R2 = 0.46. The correla-
tion coefficient R2 (between −1 and 1) is the degree to which the
real values of the dependent variable are close to the predicted val-
ues. The R2 value obtained is a discrete result, but it is obtained
as a consequence of lower R2 values for individual studies like the
first and fourth study, which have a few points to obtain interpola-
tion regression lines with high statistical power level. In any case,
the proposed linear regression model is suitable to explain the data
obtained in this study, i.e., there is no quadratic or exponential rela-
tionship between the transformation time and the model size. The
increase in time for larger systems will consequently be linear, and
the time will thus be assumable. In conclusion, AQ2 can therefore
be answered as true, and the main research question MQ  is also
answered as true, i.e., the proposed business process recovery pro-
cedure makes it possible to obtain business process models from
LISs in an effective and efficient manner.

Owing to the fact that the proposed technique is semi-
automatic, the manual effort made by the business experts must
be also analyzed, at least from a qualitative point of view. The
selected business expert took an average of 362 s (6 min)for each
business process model modified from the first sketch of the models
retrieved by the tool. The manual time spent on this study is greater
than the computational time. In fact, the manual intervention stage
could be the bottleneck of the technique when it deals with large
and complex system (see Fig. 9). Thereby, precision values around
55% signify that the retrieved models contains quite noise, which
will imply a great effort during manual post-intervention. However,
the manual time related to the proposed semi-automatic technique

would be less than the time spent on redesigning a manual busi-
ness process from scratch (Mutschler and Reichert, in press). The
fault tolerance would be better with the proposed technique since
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Table 6
Business process data collection for all case studies.

Subject ID Study ID Business process model name # Rec tasks # Rec rel
tasks

# Rec non-rel
tasks

#  Non-rec
rel tasks

Precision Recall F-measure Size Transf.
time (ms)

Manual
time (s)

1 S1 Category mgmt. 69 40 29 12 0.580 0.769 0.661 52 22 690
2 S1 Author  mgmt. 141 71 70 9 0.504 0.888 0.643 80 35 520
3 S1 Reporting 36 16 20 8 0.444 0.667 0.533 24 14 240

S1  mean 82 42 40 10 0.51 0.77 0.61 52 24 483
4 S2 Security mgmt. 69 30 39 4 0.435 0.882 0.583 34 1566 120
5 S2 Administration 45 26 19 7 0.578 0.788 0.667 33 630 300
6 S2 Chemical analysis mgmt. 80 51 29 5 0.638 0.911 0.750 56 3974 660
7 S2 Chemical calibration mgmt. 39 28 11 6 0.718 0.824 0.767 34 1184 540
8 S2 User  mgmt. 64 16 48 3 0.250 0.842 0.386 19 782 180
9 S2 Chemical dilution mgmt. 39 16 23 8 0.410 0.667 0.508 24 1123 480
10 S2 Reporting 53 38 15 6 0.717 0.864 0.784 44 4981 120
11 S2 District mgmt. 36 18 18 2 0.500 0.900 0.643 20 2907 90

S2  mean 53 28 25 5 0.53 0.83 0.64 33 2143 311
12 S3 Administration 134 69 65 10 0.515 0.873 0.648 79 4771 150
13 S3 Social-protection flat mgmt. 97 64 33 6 0.660 0.914 0.766 70 5895 280
14 S3 Document mgmt. 33 23 10 3 0.697 0.885 0.780 26 2724 540
15 S3 House rental mgmt. 290 221 69 9 0.762 0.961 0.850 230 23383 700
16 S3 Document renovation 204 169 35 3 0.828 0.983 0.899 172 10738 230
17 S3  House applicant mgmt.  213 190 23 9 0.892 0.955 0.922 199 13210 540
18 S3 Personal file mgmt. 134 74 60 9 0.552 0.892 0.682 83 5249 320
19 S3 Rural house mgmt. 118 63 55 12 0.534 0.840 0.653 75 10383 310
20  S3 Developer mgmt. 146 87 59 15 0.596 0.853 0.702 102 7034 280
21 S3 Renovation mgmt. 132 91 41 3 0.689 0.968 0.805 94 10086 430
22 S3 Emancipation grant mgmt. 122 62 60 7 0.508 0.899 0.649 69 5301 380
23  S3 Second-hand house mgmt. 105 76 29 9 0.724 0.894 0.800 85 4302 350

S3  mean 144 99 45 8 0.66 0.91 0.76 107 8590 376
24 S4 Schedule mgmt. 104 73 31 16 0.702 0.820 0.756 89 7549 450
25  S4 Qualification mgmt. 73 56 17 5 0.767 0.918 0.836 61 14670 590
26  S4 Class group mgmt. 66 44 22 34 0.667 0.564 0.611 78 3218 550
27 S4 Evaluation 33 21 12 82 0.636 0.204 0.309 103 2862 430
28 S4  Remark mgmt. 87 74 13 22 0.851 0.771 0.809 96 17952 590
29  S4 Reporting 147 98 49 36 0.667 0.731 0.698 134 18289 230
30 S4 Notice mgmt. 45 25 20 18 0.556 0.581 0.568 43 1628 310
31 S4 Permission mgmt. 47 24  23 18 0.511 0.571 0.539 42 2411 290
32  S4 Student mgmt. 74 36 38 32 0.486 0.529 0.507 68 25261 460
33 S4 Subject mgmt. 21 9 12 8 0.429 0.529 0.474 17 862 520
34 S4 Teacher mgmt. 70 55 15 4 0.786 0.932 0.853 59 3547 400

S4  mean 70 47 23 25 0.64 0.65 0.63 72 8932 438
35 S5 Provider Mgmt. 59 23 36 10 0.390 0.697 0.500 33 1905 130
36 S5 Product mgmt. 6 4 2 4 0.667 0.500 0.571 8 172 240
37  S5 Event mgmt.  47 25 22 12 0.532 0.676 0.595 37 1252 180
38 S5 Sending mgmt. 64 37 27 14 0.578 0.725 0.643 51 1674 240
39 S5 Reporting 33 18 15 10 0.545 0.643 0.590 28 7471 150
40 S5  Relationship mgmt. 55 30 25 13 0.545 0.698 0.612 43 1419 270

S5  mean 44 23 21 11 0.54 0.66 0.59 33 2316 202
Total  mean 85.8 54.8 31.0 12.6 0.601 0.775 0.664 67.4 5810.9 362
Standard  deviation 58.2 47.3 18.0 13.9 0.138 0.166 0.138 48.3 6430.0 172
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Fig. 8. The size/time scatter chart

t provides a first sketch of the actual business processes. Further-
ore, redesign from scratch by manual solutions has at least two

rawbacks. Firstly, manual solutions do not consider the business
nowledge that is embedded in LISs, and which is not present in
ny other artifact. Secondly, business process redesign copes with
he numerous technological, organizational and project-driven cost
actors related to the context of BPM projects. For example, manual
edesign can be influenced by intangible impact factors like avail-
ble process knowledge or end user fears (Mutschler and Reichert,
n press).

The manual intervention time, which is high, could be reduced
y adding methods to aid decision-making of business experts.
or example, the tool could analyze the business processes and

rovides some suggestions to improve the obtained models. Par-
icularly, such analysis could determine similar fragments in two
ifferent business processes, thus it may  suggest joining those

0 100000 200000 300000 400000 500000

1

2

3

4

5

Time (milliseconds)

Manual  Time Co mpu ta�onal  Time

ig. 9. Relationship between manual and computational time in the five case stud-
es.
dering a linear regression model.

processes. Also, the analysis could evaluate metrics such as the
number of tasks and the intricacy degree (ratio of sequence flows
regarding tasks) and suggests splitting a process into two or more
processes according to the subsets of data that some process frag-
ments manage. As a result, the tool will provide a prioritized list of
candidate actions, for which business experts could select the most
suitable actions and/or provides additional modifications.

4.6. Meta-analysis study

Several statistical methods (e.g., meta-analysis, significance
level combination or vote counting) allow researchers to accu-
mulate and interpret a set of results obtained through different
empirical studies that are inter-related because they check simi-
lar hypotheses (Hedges and Olkin, 1985; Wolf, 1986). In the study
presented here, we have used meta-analysis to strengthen our con-
clusions.

While simple analysis attempts to evaluate a sole study in isola-
tion, meta-analysis combines results of several ones. Meta-analysis
is a set of statistical techniques that combine the different effect size
measures or treatment effect of various individual studies. There
are several metrics to obtain this value, e.g. the means difference
and the correlation coefficients, among others (Hedges and Olkin,
1985). The objective is to obtain a global treatment effect of all the
cases studies.

As effect size measures may  come from different environ-
ments and heterogeneous studies or experiments, Meta-analysis
first obtains standardized measures of each one. After that, the
global effect size is obtained as a weighted average of standard-
ized measures, in which the most commonly used weights are the
sample size or the standard deviation. Finally, together with the
estimation of the global effect size, meta-analysis provides an esti-
mated confidence interval and a p-value which is used to decide
on the meta-analysis hypotheses. Most meta-analysis techniques
are automated by tools. The meta-analysis presented in this work
has been obtained by using the Meta-Analysis v2 tool (Biostat Inc

Comprehensive Meta-Analysis v2, 2006).

The objective of the meta-analysis presented here is the eval-
uation of the difference in means for the recall and precision
measures obtained in each case study. Once the overall effect size is
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Study name Statistics for each study Std diff in means and 95% CI

Std diff Standard Lower  Upper 
in means error limit limit p-Value

S1. AELG-Members -2,877 1,165 -5,160 -0,594 0,014

S2. Tap CRM -2,403 0,656 -3,689 -1,117 0,000

S3. VillasanteLab -2,503 0,545 -3,571 -1,434 0,000

S4. XuntaEadmin -0,050 0,426 -0,886 0,786 0,907

S5. SIXA -1,333 0,638 -2,584 -0,082 0,037

-1,368 0,264 -1,885 -0,851 0,000

-4,00 -2,00 0,00 2,00 4,00
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Fig. 10. Meta-analysis results 

alculated, we  can provide a confidence interval or a p-value which
llows us to decide on the meta-analysis hypotheses, such as those
hich can be found in other empirical software engineering works

Cruz-Lemus et al., 2009; Dybå et al., 2007). Our meta-analysis
ypothesis can be stated as: recall is as accurate as precision in our
echnique for recovering business processes (H0).

Fig. 10 shows the forest plot after applying the meta-analysis.
he left-side of the plot lists the names of the studies. The right-side
f the plot shows the measure of effect, i.e., difference of means, for
ach of these studies (represented by a square) incorporating con-
dence intervals (represented by horizontal lines). The area of each
quare is proportional to the study’s weight in the meta-analysis.
inally, the overall meta-analyzed measure of effect is represented
s a diamond.

The results obtained (see Fig. 10)  allow us to reject this hypoth-
sis, as they indicate that recall works more efficiently than
recision. These results agree with those stated in the previous
ub-section and they are statistically significant at a level of 0.05,
o we can conclude that the idea of recall being more accurate than
recision in our business technique is statistically confirmed.

The result obtained for recall and precision measures is usual
ince there is an inverse relationship between both measures (see
ig. 11). The precision value should, ideally, always be 1 for any
ecall value, but this is not possible in practice. In fact, the proposed
ethod could increase its Precision value by recovering fewer tasks
ince the precision measure has the total number of recovered task
n the denominator. To maintain the higher Recall value, the reduc-
ion should only focus on non-relevant tasks to achieve a higher

ig. 11. Relationship between precision and recall measures and obtained/desirable
esults.
rest plot (recall vs. precision).

Precision while Recall is as higher as possible. It is however a hard
task and some relevant tasks will probably be also discarded. As a
result, while Recall has been reduced a little bit, Precision has been
increased much more regarding the reduction of Recall. This hypo-
thetical result would be more desirable than the obtained result,
since the Precision and Recall values would be more balanced.

In order to jointly evaluate both measures, the F-measure values,
which were 0.61, 0.64, 0.76, 0.63 and 0.59 for the five studies (see
Table 6), were also analyzed. These values were compared with a
reference value of around 0.55, which is considered in other model
recovery experiences (Lucrédio et al., 2008). The values obtained
for all studies were clearly above 55%. Moreover, the total means
obtained by grouping all studies were precision = 0.60, recall = 0.77
and F-measure = 0.66 (see Table 6), which were above the refer-
ence value. As a result, AQ1 can be positively answered, i.e., the
proposed technique recovers business processes from LISs with
adequate accuracy levels. However, the F-measure value might be
slightly improved by obtaining more balanced precision and recall
values.

4.7. Evaluation of validity

This stage evaluates whether the results are true and not biased
for the whole population to which we  wish to generalize the results.
This section thus shows the threats to the validity of the family of
case studies.

According to the internal validity, an average population of 40
business process models was recovered, and it is thus possible to
obtain statistically representative results. Nevertheless, the study
may be replicated by using more systems to attain a larger pop-
ulation. In addition, there are two  determining factors related to
obtaining the results presented here: (i) the supporting tool used
to obtain the business processes could be a factor that affects the
transformation time values, and (ii) if the study is replicated with
other cases involving different business experts, the measure val-
ues might have some deviations, since each expert provides his/her
subjective viewpoint. The replication of the study using different
configurations is a possible means to mitigate these threats.

Moreover, according to the construct validity, the selected mea-
sures were adequate to answer the research questions in an
appropriate manner. Both precision and recall were reused from
the information retrieval field, in which these metrics have an ade-
quate maturity level. However, the way  in which such measures

are evaluated could be a threat, since these consider tasks as the
sole scoring element. To mitigate this threat, alternative mech-
anisms could be considered such as the combination of various
scoring elements at the same time (e.g., tasks and sequence flows).
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nyway, tasks are, or are not, considered as relevant tasks by assess-
ng their accuracy as well as their related sequence flows, data
bjects, and so on.

Finally, external validity is concerned with the generalization
f the results. This study considers, as the whole population, tra-
itional LISs following the object-oriented paradigm. The results
btained could therefore be strictly generalized to this popula-
ion. However, the specific platform of the selected case is a threat
hat should be noted. This threat could be mitigated by replicating
he study using systems that follow different platforms (not solely
bject-oriented).

. Conclusions and future work

This paper has addressed the problem of business process recov-
ry from legacy information systems in order to preserve valuable
usiness knowledge. The preservation of this knowledge facili-
ates the alignment between the actual business behavior in an
rganization and their information systems. In addition, busi-
ess knowledge preservation allows maintainers to modernize

egacy information systems, extending their lifecycles and there-
ore improving the ROI. This paper provides a technique with which
o recover business process, and which is framed in MARBLE, an
DM-based framework. The technique is characterized by three
ain features: (i) it focuses on legacy object-oriented code as the
ain source of knowledge, (ii) it uses static analysis as a reverse

ngineering technique to extract the information needed; and (iii)
t follows the model-driven development principles, i.e., it con-
iders different models at different abstraction levels and a set of
odel transformations between them. A supporting tool is addi-

ionally provided in order to automate the technique and facilitate
ts adoption.

In order to validate the proposal, this paper presents a family of
ndustrial case studies, which were carried out over 2 years with
ve real-life legacy information systems. The case studies evaluate
he effectiveness and efficiency of the technique. The effectiveness
s evaluated using precision and recall measures. These metrics
re appropriate to discover the accuracy (precision) and complete-
ess (recall) of each of the business processes recovered. Moreover,

n order to evaluate the efficiency, the study evaluates the recov-
ry time with regard to the size of each business process model.
t therefore checks the scalability of the technique to large legacy
nformation systems.

The results obtained from the study were also meta-analyzed to
btain strengthened conclusions. The result obtained shows that
he technique is suitable to recover business processes in an effec-
ive and efficient manner. However, according to the effectiveness,
he recall values were better than the precision values. We  believe
hat these results were obtained because much of the work was, in
everal cases, basically recovered from technical code.

Our future work will address the threats to validity identified.
he study will be replicated with more legacy information systems
ased on other platforms or languages in order to compare and
eneralize (if possible) the results obtained. Besides improving the
mpirical validation, the technique will also be improved by incor-
orating the dynamic analysis in order to extract more and valuable
usiness knowledge during system execution. The final objective is
o obtain more balanced values of recall and precision, although the
-measure values must be simultaneously preserved.
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